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Gesture recognition is critical in human-computer communication. As observed, a plethora of current technological 
developments are in the works, including biometric authentication, which we see all the time in our smartphones. Hand 
gesture focus, a frequent human-computer interface in which we manage our devices by presenting our hands in front of a 
webcam, can benefit people of different backgrounds. Some of the efforts in human-computer interface include voice 
assistance and virtual mouse implementation with voice commands, fingertip recognition and hand motion tracking based on 
an image in a live video. Human Computer Interaction (HCI), particularly vision-based gesture and object recognition, is 
becoming increasingly important. Hence, we focused to design and develop a system for monitoring fingers using extreme 
learning-based hand gesture recognition techniques. Extreme learning helps in quickly interpreting the hand gestures with 
improved accuracy which would be a highly useful in the domains like healthcare, financial transactions and global business 
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Introduction 
The goal of gesture recognition in computer 

programming and language technology is to define, 
describe and understand human gestures using 
computational models. Gesture detection and tracking 
is a method of image processing application as, it 
stands as a computer vision standard. Several motion 
detection algorithms have been studied and presented 
subsequently, where it is evidently found that hand 
tracking has a variety of uses, such as motion graphics 
and capturing technology, human-computer interface, 
and social and behavioural analysis.1 Between a device 
and a person, gestures can perhaps be leveraged as a 
form of communication.2–5 It is significantly distinctive 
from the conventional equipment approaches and 
enables gesture detection for human-computer 
interaction. Through the recognition of a gesture or 
movement of the body or limbs, gesture recognition 
can reveal the user’s stated purpose. 

For hand motion detection and tracking, a variety 
of sensors and detecting gloves are employed. Rather 
than employing more expensive sensors, basic digital 

webcams can understand, analyse and track gestures. 
The major goal of our work is to create a method for 
hand movement tracking in the real environment with 
which the cursor actions could be controlled without 
involving the mouse directly. This is a wonderful use 
now days because of the pandemic people fear the 
virus that can transmit by touching the physical 
objects so to have a solution for such problem we can 
implement this in public places and can reduce the 
spread of the bacteria.  

Gesture and voice help Controlled Virtual Mouse 
uses Hand Gestures and Voice Commands to make 
human-computer interaction simple.6 Almost no direct 
contact is required with the computer. All the I/O 
operations are controlled via static and dynamic 
hand gestures, as well as voice assistance. The 
suggested gesture recognition method can be utilized in 
developing virtual mouse which in turn solve 
issues such as avoiding human touch on devices. 
This is extremely helpful during the pandemic situations, 
where we can reduce the physical devices in public 
places, which results in less chances of spreading the 
viruses and the interaction or operations are still being 
carried out either utilizing a built-in camera or a 
webcam.  
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Bots usually respond to questions using 
computational linguistics (Natural Language 
Processing) and systems, voice recognition techniques 
hold conversations audibly. Voice assistants perform 
this audibly, but text-based interfaces require robots 
to process text, evaluate it, and map out a response. 
Simply to put, by clicking on call-to-action buttons or 
typing out your query, you should talk to voice 
assistants aloud. The proposed technology could be 
developed to handle both keyboard and mouse 
capabilities, which is a future goal of HCI. 
 
Literature Survey 

Urban intelligence is a novel concept that is leading 
a plethora of infrastructure changes in IOT connected 
cities.7 Human Computer Interaction (HCI) being the 
interface connecting individuals and IoT is critical. It 
specifically play important role to create the link 
between digital technologies and their use in smart 
metropolises. The use of surface electromyogram 
(sEMG) to identify human hand motions is a current 
interest of the researchers in sEMG research because, 
they are found to be a useful effective HCI tool. 

A novel technique of gesture recognition was 
developed using a skeletonization approach and a 
CNN with the ASL database.8 Vision-based gesture 
recognition systems are being extensively 
investigated in the context of human interaction. 
However, the impact of recognition is heavily 
reliant on the recognition algorithm's performance. 
In tricky situations, the skeletonization strategy and 
the CNN in the recognition algorithm decrease the 
influence of recording angle and surroundings on 
recognition and increase the accuracy of gesture 
detection. Virtual Mouse using Hand Gestures for 
Gesture-controlled laptops and PCs have recently 
attracted a lot of interest.9 Leap motion is the term 
for this technique. By waving our hand in front of 
our computer or laptop, we may manage a variety 
of features. Digital presentations would be 
enhanced on using interactive, audio, and video 
input methods, which promotes the human 
computer interaction to next level. 

Medical pictures of the liver and chest X-rays of 
several human organs are segmented using the fuzzy 
based technique.10 The enhanced approach employs a 
threshold segmentation algorithm to aid in the 
automated selection of seed points and improve 
region growth rules, followed by morphological post-
processing to enhance the segmentation result. 
Gesture tracking and recognition is an image 

processing. Needless to say, a variety of gesture 
recognition systems have been presented in recent 
years. Also, it demonstrated in several other works 
that the ensemble of extreme learning is found 
effective in gesture recognition systems and 
applications.11 Hand tracking can also be used for 
motion capture, human-computer interaction, human 
behaviour analysis, reality education applications and 
smart health care systems are a few applications just 
to name.12,13 A variety of sensors and detecting gloves 
are used to detect and track hand movements. Rather 
than employing more expensive sensors, basic web 
cameras can recognize and track gestures. The major 
goal is to create a method to track the fingers 
movement and also to control the cursor actions 
without physically touching the mouse. However, the 
disadvantages of the existing system are: 
• The word co-occurrence matrix is used to train 

the detecting glove model, which requires 
considerable memory to store. 

• Reconstruct the co-occurrence matrix, possibly 
depends on the number of modifications in the 
hyper-parameters being done in the co-occurrence 
matrix. However, it is time consuming. 

• The sensors for virtual mouse are very expensive. 
A brief study on the gesture recognition methods and 

challenges associated with them14–24 is listed in Table 1. 
These methods/proposals have marked the significant 
milestone in the research of gestures recognition. 
 
Proposed Methodology 

For designing and developing such a useful 
application, the Extreme Learning Machine (ELM) 
technique is being identified and proposed. The ELM 
is suggested as a rapid convergence technique 
dependent on a single hidden layer feed forward 
neural network (SLFN).25 It could unilaterally select 
the hidden layer elements and the features of a SLFN 
as shown in the Fig. 1.  

Only the network's output weights must be 
modified during the training process using the 
systematised least squares procedure.26 This results in 
accomplishing strong network generalisation 
performance while learning at an exceptionally fast 
rate. ELM's expression cost function is usually 
defined as in Eq. (1). 
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where, n turns to be the number of input layers, l 
turns to be the weight vector linking the hidden and 
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output layers, g(x) happens to be the activation 
function, β shall be the weight vector linking the input 
and hidden layers, xi turns to be the input data, bi shall 
be the bias, and yj becomes the output data of the 
SLFN. The below algorithm explains the ELM 
procedure in three steps:25 

 

Step. 1. To begin with, count the neurons in the 
hidden layer, initialise the weight vector li  
between the input and hidden layer, and bias bi 
unilaterally; 

Step. 2. Next, compute the hidden layer output matrix 
H using the identified activation function 
Step. 3. Finally, use the theory β = H+Y to determine 
the output weight vector. 

Similar to that of how voice assistance set, 
microphone parameters convert audio to string execute 
commands (input: String) such as static controls (hello, 
what is your name, time, search, and location) and 
Dynamic controls (launch gesture recognition, stop 
gesture recognition, copy), the proposed work identifies 
the dynamic controls.27 In the driver code, lock the main 
thread until chatbot has taken input from GUI else take 
input from voice for processing the voice data and 
finally handle the system exit in main loop. Then, create 
gesture encoding, extra mapping variables and multi-
handedness labels and convert media-pipe landmarks to 
recognizable Gestures. Further, create a function to find 
gesture encoding using current finger_state. The finger 
is open if finger_state: 1, else 0. Aiming for accuracy, 
the fluctuations in the finger movement are to be 
handled cautiously as there would be noise during the 
input. Now, the predefined commands are executed 
according to the detected gestures. Use OpenCV to 
capture videos and locate the hand to get cursor 
position.28 Measures should be taken to ensure that the 
cursor is stabilized by dampening. Such final position 
for 5 frames is hold to determine the change in status. 
The flowchart of the gesture recognition process can be 
seen in Fig. 2. 

Table 1 — Key gesture recognition methods and their challenges14–24 

Methods Challenges 

Image processing techniques, ANN & CNN 3D gesture disparities were measured in videos. 
Microsoft Kinect V2 sensor-based gesture recognition Restricted to Microsoft Kinect v2 sensor’s & its capabilities only. 
Gesture recognition is based on four pressure sensors enacted 
with a wearable device and a computational framework. 

Hardware design of the system is complex and requires simplification 
to achieve higher sensitivity 

YOLO: You Look Only Once and other neural networks. The primary challenge is that many approaches and concepts from 
multiple viewpoints are applied to get hand movements. 

Point LSTM is used while maintaining spatial structures. Dot clouds provide a precise description of the object surfaces' 
distances and core structural parameters. 

Hand area segmentation using segmented finger image 
normalization and CNN classification finger identification. 

For the identification of gesture patterns, a significant amount of data 
was required. 

Discussed contemporary deep learning techniques for 
detecting movements and gestures in image sequences. 

Described and analysed the existing works only; but focused on 
temporal components of the data for using gesture recognition. 

Recurrent 3D convolutional neural network and spatio-
temporal models. 

Egocentric vision gesture detection happens to be the challenge as the 
gadget wearer's spontaneous head movements create considerable 
camera motion. 

Long-term RCNN is used to categorize video sequences of 
hand motions. 

Computing complexity of the system is high with low accuracy. 

Radio frequencies were used to detect gestures, using short-
range radar detection at a high frequency (60 GHz). 

The design is more challenging in terms of input recognition algorithms due 
to the signal's unique attribute - detect movements at a discrete level. 

Spatio-temporal properties-based learning using a 3D 
convolutional neural network (CNN). 

Application specific challenge: Recognizing surgical gestures 
automatically is the challenging step to gain the surgical expertise. 

 

 
 

Fig. 1 — Extreme learning layers 
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Experimentation 
The proposed Hand gesture detection model is 

implemented to simulate mouse actions virtually. It 
presents the notion of increasing human-computer 
interaction using computer vision and hence be called as 
virtual mouse. Mouse operations are expected to reflect 
the action in no time as the user cannot wait for a few 
seconds even. Moreover, the virtual mouses face this 
challenge in a sceptical manner as the end-user of these 
virtual systems demand high level human computer 
interaction. Hence, the extreme learning is followed and 
implemented to develop the virtual mouse operations 
and simulated the mouse actions. However, comparing 
the end-to-end performance of the virtual mouse systems 
or simulations were however difficult due to the 
restricted number of datasets available. For tracking and 
detection, hand motions and fingertip detection have also 
been evaluated in a variety of complex backgrounds, as 
well as at extreme distances from the webcam. 
 

Virtual Mouse Operations 
Depending on which hand is used and which fingers 

are up, the virtual mouse executes all click functions 
(left, right, double), drag, and scrolling. It just requires 
the in-built webcam of the system and doesn’t require 
additional physical equipment to integrate with the 
system. As mentioned in earlier sections, the captured 
hand gestures would be processed and identifies the 
operation defined on them. The details on the finger 
gestures and their definitions as the mouse operations 
are as shown in Fig. 3. 

The experiment is carried out with various sets, 
with each set containing 100 instances in which each 

mouse action is detected based on the displayed finger 
gestures. These 100 instances include both male  
and female gendered hands, as well as hands with 
differing skin tones. The interpreted results are 
addressed in the next section. 
 
Results & Discussion 

We conclude that the suggested extreme learning 
based gesture recognition is 99% accurate while AI 
based virtual mouse operation methods read 98%. The 
experimental results shown in the Table 2 are yielding 
with an accuracy of around 99%. However, the table 
also depicting the granularity for "Right Click" is 
inadequate since it is the most difficult move for the 
laptop to comprehend. Because the motion used to 
conduct the precise mouse function is more difficult, 
the precision of right click on is low. Furthermore, the 
precision is both suitable and excessive for all the 
various movements. In comparison with other existing 
methods for simulating virtual mouse, this model 
performed admirably, with 99% accuracy. In the 
table, the description of the Finger Index TF refers to 
Thumb, IF is Index finger, MF is Middle finger, RF is 
Ring finger, and LF is Little finger. 

Also, the Table 2 explains that the implemented 
virtual mouse operations executed is exceptionally 
well with respect to the accuracy factor. The 
recommended mannequin is unusual in that it can do 
most mouse tasks via fingertip detection, including 
left and right clicks, scrolling up and down, and 
mouse pointer motions, as well as managing the PC  
in virtual mode like a hardware mouse. The Fig. 4 

 
 

Fig. 2 — Gesture recognition process 
 

 
 

Fig. 3 — Hand gestures being recognised as mouse operations 
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provides a brief comparative insight on the virtual 
mouses devised based on existing gesture recognition 
methods and the proposed method (which attains 99%). 

As presented, the implications of ELM show a large 
impact on the performance of certain learning tasks  
and solving time series problems.29,30 Thus, ELM is 
frequently recommended31–34 in a multitude of sectors, 
over other learning methods because of its robust pace, 
strong applicability, and simple execution. 
 

Conclusions 
As extreme learning is quick in training by virtue, 

the ultimate goal of the virtual mouse devices is 
achieved by implementing this gesture recognition 
model. From the model's findings, we can determine 
that the proposed method helped virtual mouse device 
to function brilliantly and with greater accuracy than 
present systems. Also, such effective human computer 
interaction is highly required in the current world of 
computing and can be utilised in many real-world 
applications like security, privacy, integrity, etc., as 
well as decreases the spread of COVID-19 or any 
such pandemics. However, the virtual mouse with the 

proposed approach faces certain challenges, including 
a modest reduction in the precision of the appropriate 
click mouse feature, as well as the mannequin has 
trouble in picking, clicking and dragging the text. 
These are some of the challenges that the suggested 
hand gesture recognition system has, which we will 
work to overcome in the future. Obviously, the 
proposed technology might be modified to handle 
with both keyboard and mouse input. Another aspect 
is mouse capability, which has the potential to expand 
the realm of HCI. 
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